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WHAT IS OPENSHIFT FLEX?

OpenShift Flex is a free, cloud-based application platform for Java EE and PHP applications delivered in a
dedicated hosting model. OpenShift Flex is an intelligent auto-scaling solution for applications in the cloud
that doesn’t require templates to be tweaked and scripts to be written or maintained. With this guide you'll
get familiar with the OpenShift Flex platform, how it works, how to deploy CollectiveAccess, plus how to take

advantage of the management, monitoring, log analysis and auto-scaling capabilities of the platform.

Please note that although the OpenShift Flex platform is free to use, you will incur charges from your cloud

provider for the underlying resources your application consumes.

ASSUMPTIONS

For the purposes of this guide, we assume that you have already created an OpenShift account and have
been granted access to OpenShift Flex. It is also assumed that you have already set up your cloud account
in OpenShift Flex as well as, created a server cluster on which to deploy CollectiveAccess. If you are brand
new to OpenShift Flex, we suggest you get familiar with the platform by reviewing the OpenShift Flex

Evaluation Guide at: http://www.redhat.com/openshift/documents.

STEP 1: CREATE A CLUSTER

e  Click on the Cluster button in OpenShift Flex’s navigation bar to bring up the Cluster page
e Click on Add Cluster button on the right-hand side
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DEFINE A SERVER CLUSTER

CLUSTER NAME INITIAL SERVERS MIN A
1 = FROJECTED AVG. 1
faronet 1 il 2
CLOUD PROVIDER ACCOUNT SERVER CLUSTER LOCATION
| faro (brami@faronet be) & | Europe Yest -

| COSTESTIMATOR )

PROVIDER INSTANCE IMSTAMCE COST

| Small v | $0.095 zervervoun  $B9 meontn
I32BIT 1 CORE(S) 1.66 GB

DISK SIZE USAGE COST
25 B LOAD BALANCER = $0.01 mour $2 month
ADMIN FASSWORD FROJECTED COST )

B —
- $72 AMONTH

APPROX. COST IN USF

CONFIRM PASSWORD
]

CANCEL SAVE

e Define a Server Cluster
e Save

STEP 2: SELECT COLLECTIVEACCESS OPENSHIFT APPLICATION

e Click on the Applications button in OpenShift Flex’s navigation bar to bring up the Applications
page
¢ Click on Add Application button on the right-hand side

T

INTRO CLouDs CLUSTERS SERVERS N APPLICATIONS PERFORMANCE LOGS EVENTS

OPENSHIFT.r

APPLICATIONLIST ADD APPLICATION

v FILTER BY CLUSTERS 'ou don'thave anv applications.
qe's:jiimmygtes NAME (click to configure) CLOUD CLUSTE VERSIOM DEPLOYMEN STATUS  ACTIONS

e Select Server Cluster
e Select Deploy a Sample Application
e Select Community

e Select one of the two CollectiveAccess packages:
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1) CollectiveAccess Providence core cataoguing and data management application

2) CollectiveAccess Providence added with Pawtucket public web-access application.

NEW APPLICATION

SERWVER CLUSTER
I farcfaronet v

) Import )
) Create New

(=) Deploy a Sample Application

Irternal Comrnunity

We've provided some sample applications foryou to get started. Deploying an
application can take seweral minutes zo pleasze be patient. Each zample application
comes with a load generator that will alzo be deployed =0 you can check out
performance monitoring and log files. Feel free to poke around underthe hood ar
medify these az a starting peint for vour cown applications.

MAME YERSION DESCRIPTION
collectiveaccess 1.0 CollectivefArcess Providence core 2
(=) cataloguing and data management
application -J
drupal E:] Drupal LAMPHP sample applicatan.

Loginis adminiddmin

emerging 1.0 MRG-Messaging "shell" application
(for direct access) with port 5672 I

CANCEL SUBMIT

e You should now see your application is downloading, importing and deploying, this can take some

time ( +/- 10 minutes)

= WIRO  CLOUDS  CLUSTERS

APPLICATION LIST

AUD APPLICATHAL

« FILTER BY CLUSTERS

¢ You should now see your application (after importing and deploying) in the Applications page
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wWhn Omms o 5 ERARS B APPUCANONS  PUI0 DHMRNC]

APPLICATION LIST

= FILTER BY CLUSTERS

— ” - ' ANt DEOST | MLETE | COPY T

STEP 3: START THE COLLECTIVEACCESS APPLICATION

Now that CollectiveAccess is deployed, you can Start, Stop, Restart, Export, Delete or Rollback to a
previous version from the Applications page. If you aren’t already there, click on the Overview tab of the

Applications page.

o Click the application url to finish the installation and configuration of CollectiveAccess by navigating

to the CollectiveAccess home page
|

ME brar be  LOG

INTRO CLOUDS  CLUSTERS SERVERS N APPLICATIONS  PERFORMANCE LOGS EVENTS

O PENSHIF T.paus

M1 ppplications APPLICATION NAME STATUS - SR —
collectiveaccess Started Sl0G BESISEL
—————
OVERVIEW COMPOHENTS FILES CONFIGURE DEPLOY CHANGES

These areyour application's parameters. You can editthe details here, or work with the application itself on the fallowing pages

APPLICATION URL
2 Files were modified in production T VIEW FILES

hittp:/Taronet573489454.pr od.rheloud.com:80;

httpefi<host=[podli<context=

- 'host'is either a local node IP address, the load balancer address (if any), or a configured dormain name,
- o is the part specified in the static web server configuration (default: 80), and
- ‘context'is the application's context path (if any)

The port and contexd are editable on the CONFIGURE tab under your weh server component.

STOP RESTART EXPORT COPY TO...

DEPLOYMENT HISTORY
Restore a previous deployment to your development work space
DEFLOYMENT LAST MODIFIED COMMENTS ACTIONS
1 FriDec 92011 10:55:39 AM Onboarded sample app collectiveaccess RESTORE
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Start now with the CollectiveAccess installation http://faronet573489454.prod.rhcloud.com/ install

CollectiveAccess

An error in your system configuration has been detected
General installation instructions can be found here. For more specific hints an the existing issues
please have a look at the messages below.

It looks like wou have not installed yvour database vet. Check vour configuration ar run
the installer.

For CollectiveAccess Pawtucket installations, Pawtucket is installed in the subdirectory /Pawtucket
. http://faronet573489454.prod.rhcloud.com/ pawtucket

T Lo L rvmicvmns Pt 1,001 - bbaritls § imvde

Beierd  Bageion Bad  eaciwders gl G e

t" = o] : [ ——— e e pa——

v st [ v e . b e

PO i eyl P Wl sws Fasiaiat 100 )

Collective

Fratursd R

Bandom uslacticn MR bR e Recantly kided:

More information and support : http://www.collectiveaccess.org . Do not forget to make backups:

http://collectiveaccess.org/docs/Backup_Guide_v1.pdf and snapshots of our data on amazon EBS

instance: http://aws.amazon.com/ebs/ (the data is not included in a openshift export). You can also

make backups of our database in OpenShift.
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STEP 4: PERFORMANCE MONITORING

OpenShift Flex has performance monitoring configured straight out-of-the-box. To get started, click on the

Performance tab to bring up the performance monitoring page. On this page you will find a variety of

performance charts to view both historically and in real-time.

PERFORMANCE CHARTS

e You can add additional charts by dragging the icons found in the Library Charts section onto

the main page.
e You can choose to include or exclude certain components or application from the performance

views by selecting or deselecting them in the left hand-section of the page.

WELCOME workshopa@re

INTRO CLOouUDS CLUSTERS SERVERS APPLICATIONS N PERFORMANCE

v FILTER BY CLUSTERS d  Application-autoTrack stopped  Application:autoTrack deployment succeeded, deployment number:-12 Appllm:(lnn autoTrack starte Library Charts

Click and drag a chart and
drop itin the chart area on the

ws3cpc:SampleSC |~

L left
v Component |
Network " L L
T ELES Histogram Activity
Browser Download Friazain, et
ae J LI Ly
Application Server =
L Rl Transactions Components
Application Code Slowest Transactions B k3| Transaction Activity B k3| Transaction Times By Component! [} 3
L Ly
e aitlim....car.png ki aitlim....car.png =" cpu oo
faitim..rowpng  —— e faiim...rou. png -
icati Jaitimages — 5 e m (i} Lih
a L L
v Application 304 — . 304 " Network TX  Network RX
autoTrack & raitim. _ogopng E— 12 & Jaitim__ogo.png "
| = i
faitst. .aitcss — — s fait/styles L =
g Storage
v Tag faiistyles — & 8 failist. ..ait css " =
faitim.. hicpny ~ E——— i faitim...hic.png n
404 — = fiavicon ico J -
Search e ol ey .1 2
0 004 008 012 & 0 004 008 012
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Time
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HISTORICAL PERFORMANCE

e To view performance data from a particular point in time, move the range selecting slider

in the historical view.
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e The data in the performance charts will change to reflect the currently selected time slice.

e You will also notice that important system events like application changes and restarts are
watermarked above the timeline.

o Daily performance data metrics are currently set to be archived for 2000 days, with 1
minute granularity being aggregated after 14 days, 15 minute granularity id aggregated
after 100 days and 1 hour granularity is aggregated after 400 days

Application:autoTrack stopped  Apf
v

Fri 4/22/2011, PST

COMPARING HISTORICAL PERFORMANCE

You can also compare the performance data of two separate time slices.

o Click on the current selected time slice.

e  This will produce another time slice selector labeled 2 on the left-hand side of the timeline.
e  Click this icon to select the time slice you want to compare.

e You will now see the performance charts below indicating the respective metrics for each

time slice being compared.

e W PERFOMMANCE 10X

Sioweat Tiamaciions BOD  Trmsacion Aztiity B0 Tramsction Times iy Cosponssss 0 3

— D il =t

Tranasction Kt am B0 CouterAesources - CPU BOO

\mh_

T e AT £
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PERFORMANCE CHART DRILL DOWN

The performance charts also offer the ability to drill down to get more granular data about response
times and transactions. For example: By drilling down into the Transactions Times By Component

chart, you can identify which transactions are taking the longest to complete.

e Hovering over the various segments in the bar graphs allows you to identify how long the
transaction spent in each software component.

e By clicking on the Backend portion of the graph, you can drill down even further to see
exactly what SQL statements were being executed and the performance metrics

associated with them.

OME wol

C L

INTRO CLOUDS CLUSTERS SERVERS APPLICATIONS N PERFOR

OPENSHIF T.ra sud
v FILTER BY CLUSTERS e L toTrack L Application:autoTrack stopped

v

ws3cpc:SampleSC

v Component
Network

Browser Download RPN, [

Application Server & C
Application Code Transaction Times By Component mOG
sretend e e I i
s =
v Tag fitmages L]
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) et e i
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STEP 5: LOG ANALYSIS

OpenShift Flex automatically aggregates and persists relevant logs across software components for

analysis.

¢  Click the Logs tab
e From this page you filter logs by a specific string, application, severity, component and cloud
server.

e As you saw in the Performance page, you can use the historical view to select the range of

historical data you are interested in analyzing.

N \ N v
OPEMNSHIF T.s INTRO CLOUDS CLUSTERS SERVERS APPLICATIONS PERFORMANCE BLOGS EVENTS
Search String ack stoppe pplication-autoT rack deployment succe deployment number pplication:autoTrack starled  Application:autoTrack stopped  Application-autoTrack deployment <
' J
u u
v Cluster ‘ 1

ws3cpc.SampleSC |+

v Application

lection Time Applicatior mpone Detail

autoTrack Collection Time pplication | Component IM
autoTrack Wk ver 12275 rEOET . T " =
autoTrack Wb Server

v Severity autoTrack Wik

Emergency

autoTrack Wik

£l autoTrack
Fatal/Critical autoTrack

Errar autoTrack

Warning autoTrack

Notice autoTrack Wb Server
Info autoTrack Web Server
© Debug

autoTrack Web Server
autoTrack Wi

Server

v Component autoTrack W

Web Server autoTrack Wieb Server
autoTrack Wb Server
Application Server

autoTrack Wk

Server

Application Code autoTrack Weh Server

Miscellaneous autoTrack Web Server

autoTrack Wi

v Cluster Member autoTrack Wb
autoTrack
spasiease autoTrack

204.236.138.180 autoTrack W

autoTrack Web Server

STEP 6: AUTO-SCALE YOUR APPLICATION
To configure your application for auto-scaling up and down please do the following:
¢ Click on the Clusters tab
e Click the Name of the Server Cluster you are interested in configuring for auto-scaling

¢ Click on the Auto-Scaling tab
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e  Check the Enable Auto-Scaling box

e Configure your desired auto-scaling rules by selecting the following parameters
0 Minimum cloud servers

Maximum cloud servers

Scaling strategy

Scale up if CPU greater than

Scale up if requests greater than

Scale down if CPU less than

0O O 0O O o

e Click Save when you are finished

OPENSHIF T.r

Aleusers fiimmygtes : EDIT

P ——
OVERVIEW AUTO-SCALING DATABASE EMAIL SETTINGS

All servers in the cluster will use the settings configured here.

Auto-Scale Settings

+#| Enable Auto-Scaling

MINIMUM CLOUD SERVERS  MAXIMUM CLOUD SERVERS

1 4

Scaling Threshold Configuration
SCALING STRATEGY

| CPU and Requests T

Scale up if CPU greater than |85 % for 15 minutes (evaluated every 10 minutes)
Scale up if Requests greater than 100 requests / second g5 (15 minutes (evaluated every 10 minutes)
Scale down if CPU less than 35 % qgr |30 minutes (evaluated every 20 minutes)

CANCEL SAVE

WHAT'S NEXT?

At this point you should have a basic understanding of how to deploy, manage, monitor and scale an
application with OpenShift Flex. If you still have questions about OpenShift Flex, please visit our forum or
ping us on IRC. Additional resources such as knowledge base articles, application deployment guides, and
how-to videos can be found on the OpenShift Flex product page located at:

http://openshift.redhat.com/app/flex
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TERMS AND CONDITIONS

Please be advised of the following terms and conditions related to OpenShift Flex.
e This offering does not come with support, upgrades, or warranties.
e Any unauthorized use of OpenShift Flex is strictly prohibited.
e In order to receive OpenShift Flex, you will be required to accept the terms and conditions.
e This offering currently is not suitable for production use, so it is advised to not store sensitive
or confidential data.
To view the terms and conditions document, please visit:

http://openshift.redhat.com/app/legal/services_agreement

RESOURCES

Forum

http://www.redhat.com/openshift/forums/flex/

http://www.collectiveaccess.org/forum/
IRC Channel

Irc.freenode.net

#openshift
How-To Videos

http://www.redhat.com/openshift/videos

Documentation
http://docs.redhat.com/docs/en-US/OpenShift/1.0/html/OpenShift_Flex_User_Guide/index.html

http://wiki.collectiveaccess.org/

http://www.collectiveaccess.org/support/documentation

Knowledge Base
http://www.redhat.com/openshift/kb

Evaluation Guides

http://www.redhat.com/openshift/documents
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